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Introduction 

The numerous currently available public hospital quality rating systems frequently offer 
conflicting results, which may mislead stakeholders relying on the ratings to identify top-
performing hospitals. Given that there is no gold standard for how a rating system should be 
constructed or perform and no objective way to compare the rating systems, we evaluated 
the strengths and weaknesses of four major public hospital quality rating systems based on 
our experience as physician scientists with methodological expertise in health care quality 
measurement.

No rating system received an A or an F. The highest grade received was a B by U.S. News & 
World Report. The Centers for Medicare and Medicaid Services’ (CMS) Star Ratings received 
a C. The lowest grades were for Leapfrog, C-, and Healthgrades, D+. Each rating system had 
unique weaknesses that led to potential misclassification of hospital performance, ranging 
from inclusion of flawed measures, use of proprietary data that are not validated, and 
methodological decisions.

https://catalyst.nejm.org/evaluation-hospital-quality-rating-systems/
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More broadly, there were several issues that limited all rating systems we examined: 
limited data and measures, lack of robust data audits, composite measure development, 
measuring diverse hospital types together, and lack of formal peer review of their methods. 
Opportunities to advance the field of hospital quality measurement include the need 
for better data subject to robust audits, more meaningful measures, and development of 
standards and robust peer review to evaluate rating system methodology.

In this Rating the Raters initiative, we found that the current 
hospital quality rating systems should be used cautiously 
as they likely often misclassify hospital performance and 
mislead. These results can offer guidance to stakeholders 
attempting to select a rating system for identifying top-
performing hospitals.

Over the past decade, publicly reported hospital quality 
rating systems have proliferated. These rating systems may 
be used in many ways: by patients when selecting where 
to receive care, by clinicians when deciding where to refer 
patients for care, by payers and purchasers interested 
in directing patients to certain hospitals or establishing 
contracts with high-quality hospitals, by payers in pay-for-

performance programs, and by hospital leaders to identify opportunities for improvement 
and to market their own performance.

However, it is unclear whether current rating systems are meeting stakeholders’ needs. Such 
rating systems frequently publish conflicting ratings: Hospitals rated highly on one publicly 
reported hospital quality system are often rated poorly on another. This provides conflicting 
information for patients seeking care and for hospitals attempting to use the data to identify 
real targets for improvement.

Though some of the variation may be due to differing goals and measures included, some 
is likely due to differences in the validity and reliability of the underlying measures and 
the methods by which performance across measures is summarized. Moreover, there often 
seems to be a considerable disconnect between the top hospitals identified by the rating 
systems and those thought by clinicians to be major referral centers. Thus, the potential 
misclassification of hospital performance is a major concern in need of evaluation. However, 
to our knowledge, there has been no prior systematic review or evaluation of current rating 
systems that could help inform patients, clinicians, and policymakers of the various systems’ 
methodologies, strengths, and weaknesses.

Given the importance 

and need for health care 

quality transparency, we 

set out to fill this gap by 

undertaking a Rating the 

Raters process to evaluate 

and compare several major 

publicly reported hospital 

quality rating systems in 

the United States.”

http://catalyst.nejm.org
https://catalyst.nejm.org/buzz-survey-problems-quality-measurement/
https://www.ncbi.nlm.nih.gov/pubmed/25732492
https://www.healthaffairs.org/doi/10.1377/hlthaff.2015.1654
https://www.healthaffairs.org/doi/10.1377/hlthaff.2015.1654


catalyst.nejm.org

Rating the Raters: An Evaluation of Publicly Reported Hospital Quality Rating Systems	  3

Given the importance and need for health care quality transparency, we set out to fill this gap 
by undertaking a Rating the Raters process to evaluate and compare several major publicly 
reported hospital quality rating systems in the United States: CMS Hospital Compare Overall 
Star Ratings, Healthgrades Top Hospitals, Leapfrog Safety Grade and Top Hospitals, and  
U.S. News & World Report Best Hospitals.

Given that there is no gold standard against which to compare these rating systems nor 
an ability to complete a formal comparative analysis of these rating systems, we sought to 
fill this void with an assessment of a group of experienced methodologists. Our objective 
was to provide users of these rating systems with insights into the relative strengths and 
weaknesses of each rating system, as well as to identify opportunities to improve the rating 
systems individually and the field as a whole. This is important because an evaluation of 
public hospital quality rating systems can offer guidance to stakeholders attempting to select 
a rating system for identifying top-performing hospitals, and the comparative evaluation may 
also offer the rating systems some insights on how to improve.

Approach for Rating the Raters

The diverse group of six evaluators (Bilimoria, Birkmeyer, Burstin, Dimick, Maddox, 
Pronovost) includes established physician scientists with methodological expertise in health 
care quality measurement from both academic centers and the private sector. Given their 
experience in this field, all evaluators currently or previously have had some relationship with 
one or more of the rating systems. Thus, each evaluator was required to disclose the nature, 
timing, and financial arrangement of any current or prior relationships.

The group of evaluators was given the information on conflicts to review independently and 
then in person to determine when a conflict was perceived and whether the evaluator should 
be recused. Moreover, each rating system was asked if they had concerns about a conflict 
with any of the six evaluators. Evaluators were recused from grading a particular rating 
system if they had a direct current or recent relationship with the rating system itself. We 
have noted the details of the evaluator relationships in the Acknowledgements section.

http://catalyst.nejm.org
https://catalyst.nejm.org/slow-path-transparency-patients/
https://www.medicare.gov/hospitalcompare/search.html
https://www.healthgrades.com/quality/top-hospitals-2018
https://www.hospitalsafetygrade.org/
https://health.usnews.com/best-hospitals
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We informed the rating systems of our project’s intent at 
its outset, and asked for and received their cooperation 
throughout the process. This involved providing feedback at 
four steps of the project (described below and in Appendix 1) 
and answering specific questions about their rating systems 
by email and by phone. The rating systems were asked to 
review all materials that would eventually be used to grade 
them. Finally, leadership from each rating system attended an 
in-person meeting to answer specific questions about their 
rating system and to discuss the field of public reporting of 
quality measurement in general, and each rating system was 
interviewed independently.

Through iterative discussions with our group of coauthors, 
review of the literature, and discussions with leaders from 

each of the rating systems examined, we established six major criteria by which to assess 
these rating systems: Potential for Misclassification of Hospital Performance, Importance/
Impact, Scientific Acceptability, Iterative Improvement, Transparency, and Usability (Table 
1). We were particularly interested in assessing the potential for misclassification of hospital 
performance (i.e., incorrectly assessing the performance of a hospital) as we felt this was likely 
the most critical for avoiding unintended consequences for patients and providers.

While we did score each 

system separately for each 

of our criteria, our goal 

was to provide an overall 

grade that represented a 

holistic evaluation of each 

of the ratings systems, 

with a particular focus 

on that system’s potential 

for misclassifying hospital 

quality performance.”

Table 1

http://catalyst.nejm.org
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Next, using information from the rating systems’ websites, technical documentation, and 
available published literature, we created standardized Fact Sheets for each of the rating 
systems that included information about each rating system in a standardized format 
according to our evaluation criteria (Appendix 1). The information used was from the 2017 
version of the rating systems. We have monitored since then for methodological changes in 
the rating systems, and no meaningful changes have occurred in the interim.

The Fact Sheets included objective, factual information (e.g., number of hospitals reviewed, 
number of elements included, risk-adjustment methodology selected). We gave each rating 
system the opportunity to review, provide input, and correct issues on their respective Fact 
Sheets; they all were responsive. These Fact Sheets served as guidance for our evaluation, 
along with detailed review of the rating system websites, their available technical and 
methodological documentation, and discussions with the leadership from each rating 
system. While all six evaluators reviewed all rating systems, two evaluators and two staff were 
assigned to each rating system to do a detailed review.

The Rating the Raters group then met in person to discuss each rating system in detail. 
From this discussion, we generated a Strengths and Weaknesses Summary, which described 
and categorized what we found beneficial and concerning for each of the publicly reported 
hospital quality rating systems based on our six evaluation criteria (Table 2; Appendix 2). 
We reviewed the Summary to ensure that critiques were applied consistently across the 
rating systems. The Strengths and Weaknesses Summary of our evaluation was then shared 
with each rating system to clarify certain points, obtain additional details, and engage in 
discussion on specific areas of concern. Each system responded, and their feedback was again 
incorporated where appropriate.

http://catalyst.nejm.org
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Table 2

http://catalyst.nejm.org
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We then met in person a few months later with leaders and/or methodologists from 
each of the ratings systems to further clarify issues and learn more about their systems, 
methodological decisions, and barriers, as well as have a robust discussion about how to 
advance the field in general. Our group of evaluators agreed unanimously on most of the 
points noted in the Strengths and Weaknesses Summary; however, the rating systems did not 
always agree with our opinions or conclusions.

Finally, each eligible evaluator independently assigned letter grades to each of the publicly 
reported hospital quality rating systems examined, and then the grades were averaged. We 
discussed the best way to present our findings, which are based on objective and subjective 
criteria, and determined that a point-by-point analysis of the strengths and weaknesses of 
each rating system, plus an explicit letter grade, would be most effective for this opinion 
piece. Those who had a conflict with a particular rating system were recused from assigning a 
grade for that particular rating system.

The grading was done after our initial in-person review of 
each rating system. Once the Strengths and Weaknesses 
Summary was compiled, each evaluator then reviewed their 
grading again for each rating system. Then, the evaluators 
also had the chance to review their grades again following the 
in-person interviews with each rating system.

While we did score each system separately for each of 
our criteria, our goal was to provide an overall grade that 
represented a holistic evaluation of each of the ratings 

systems, with a particular focus on that system’s potential for misclassifying hospital quality 
performance. We likened this to scoring federal grants at a study section. The decision was 
made to give straight grades without a curve (i.e., we did not require giving any group an A 
or an F). The following anchors were used: An A would be an ideal rating system with little 
chance of misclassifying hospital performance, while an F would be a poor rating system 
that is more likely to misclassify a hospital’s performance than assign it correctly. C would 
suggest a mediocre rating system where a fair bit of misclassification of hospital performance 
is thought to occur. While the Consumer Reports hospital quality rating system was included 
in our evaluation, we have deleted mention of it in this manuscript as Consumer Reports is 
no longer conducting or posting its hospital quality evaluations.

These results offer a guide 

to stakeholders who are 

looking to assess hospital 

quality and wonder which 

rating system they should 

use.”

http://catalyst.nejm.org
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Rating the Hospital Quality Rating Systems

There were no hospital quality rating systems meriting an A or A-. The highest grade 
received was a B by U.S. News. The CMS Star Ratings received a C. The lowest grades were 
for Leapfrog (C-) and Healthgrades (D+) (Table 3). We qualitatively agreed that the U.S. 
News rating system had the least chance of misclassifying hospital performance. There 
was considerable agreement in overall grade assignments among the six individuals who 
performed the ratings.

Table 3

http://catalyst.nejm.org
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COMMON ISSUES ACROSS MOST RATING SYSTEMS

In reviewing the rating systems and discussing the issues with their leaders, we found several 
limitations to public reporting of hospital quality relevant to the field in general, resulting in 
a similar critique being applicable to all rating systems examined.

Data and Measurement Limitations

Many of the rating systems use the same underlying data as the basis for their ratings. Some 
groups simply use the analyzed data CMS reports on Hospital Compare to capture already 
generated process, outcome, and patient experience metrics and build them into their own 
composites; others use the raw Medicare claims data to perform their own selected analyses 
of patient outcomes.

Unfortunately, these administrative data, collected for billing rather than clinical purposes, 
have notable, well-described shortcomings. The data used are generally limited to those 
65 and older who participate in the Medicare Fee-for-Service program. The data often lack 
adequate granularity to produce valid risk adjustment. Moreover, outcomes reported in 
administrative data have been shown to have high false-negative and false-positive rates. 
There are also notable ascertainment or surveillance bias issues that invalidate some of these 
measures (e.g., the PSI-12 VTE outcome measure). Most of the rating systems we reviewed 
include the Agency for Healthcare Research and Quality (AHRQ) Patient Safety Indicators 
(PSIs); these were developed for internal hospital surveillance purposes, not to compare 
hospitals to one another. Several notable problems have been identified with their use to 
compare hospital performance.

Similarly, the National Healthcare Safety Network (NHSN) 
measures from the Centers for Disease Control and 
Prevention (CDC) address important, clinically relevant, 
and potentially preventable hospital-acquired infections; 
however, ascertainment bias impacts these measures when it 
comes to comparing performance between hospitals. There 
are differences in identification of events (e.g., technologies 
available to abstractors, thoroughness and training of 
abstractors), (i.e., hospitals not reporting events that may 
not meet the intent of the measure, but technically qualify 
as an event), and concerns surrounding inadequacy of the 
risk adjustment (i.e., very few if any patient factors included). 
Undoubtedly, there is value in hospitals tracking their own 
rates of hospital-acquired infections, but serious limitations 

arise when comparing hospitals on the basis of these measures.

Most rating system 

methodologies smooth or 

shrink the rates, essentially 

pushing lower-volume 

hospitals toward the mean. 

This results in smaller 

hospitals being essentially 

unable to be identified as 

poor performers or good 

performers.”

http://catalyst.nejm.org
https://www.medicare.gov/hospitalcompare/search.html?
https://catalyst.nejm.org/measuring-matters-capturing-patient-voice/
https://catalyst.nejm.org/standardizing-patient-outcomes-measurement/
https://www.ncbi.nlm.nih.gov/pubmed/23095667
https://www.ncbi.nlm.nih.gov/pubmed/23095667
https://jamanetwork.com/journals/jama/article-abstract/1887744
https://jamanetwork.com/journals/jama/article-abstract/1887744
https://journals.lww.com/annalsofsurgery/fulltext/2015/03000/Postoperative_Venous_Thromboembolism_Outcomes.6.aspx
https://www.ncbi.nlm.nih.gov/pubmed/27116111
https://www.cdc.gov/nhsn/pdfs/cms/NHSN-Reporting-signed.pdf
https://www.cdc.gov/nhsn/pdfs/cms/NHSN-Reporting-signed.pdf
https://jamanetwork.com/journals/jama/fullarticle/2411284
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Lack of Robust Data Audits

Many of the items used in the rating systems lack meaningful data audits. For example, there 
is not a robust audit performed for the data used in the PSI and NHSN measures. The Office 
of Inspector General has previously stated that CMS needs to improve its audit process to 
identify gaming (inappropriate intentional data manipulation) and inaccurate reporting of 
quality data. Similarly, when the rating systems generate their own data through surveys, 
these data are not always made available publicly for analysis to allow for independent 
assessment of validity and reliability. These data also need robust audits when self-reported 
by hospitals, and this is currently lacking.

Composite Measure Development

The methods the rating systems use for compiling measures into composites to create an 
overall hospital score or grade vary tremendously, and there is often limited rationale for 
the selection and weighting of different elements in the composite. Moreover, there are 
frequently measures or domains that are weighted equally, though they are definitely not 
equal in the eyes of any stakeholder.

For example, readmissions and mortality were weighted equally in some rating systems. 
There is no question that experiencing a readmission is better than a death for all involved 
stakeholders. Mortality should be weighted much more heavily than a resource-use measure. 
Similarly, other composites inappropriately equate serious complications (e.g., mortality, 
hospital-acquired infections) with structural measures (e.g., computerized physician order 
entry), patient experience measures (e.g., communication about medicines), and CT-scan 
appropriateness measures.

Handling Diverse Hospitals Together

A related issue is that of small hospitals. Rating systems often have difficulty handling 
outcomes measurement at smaller hospitals, which have lower volumes and therefore 
less reliable performance estimates. Currently, most rating system methodologies smooth 
or shrink the rates, essentially pushing lower-volume hospitals toward the mean. This 
results in smaller hospitals being essentially unable to be identified as poor performers 
or good performers. This masks hospital performance, may not reveal opportunities for 
improvement, and may mislead patients. Conversely, unsmoothed rates may be noisy and 
unfairly reward or penalize low-volume hospitals (i.e., if only four patients qualify for a 
measure, one death results in the highest mortality rate in the country, whereas no deaths 
results in the best mortality rate).

http://catalyst.nejm.org
https://oig.hhs.gov/oei/reports/oei-01-15-00320.asp
https://oig.hhs.gov/oei/reports/oei-01-15-00320.asp
https://catalyst.nejm.org/medical-errors-preventable-deaths/
https://www.ncbi.nlm.nih.gov/pubmed/18155563
https://www.ncbi.nlm.nih.gov/pubmed/18155563
https://www.nejm.org/doi/full/10.1056/NEJMsa0906323
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One straightforward solution would be stratifying hospitals 
into similar groups (e.g., large academic centers or small 
community hospitals). Stratifying ratings by hospital type is 
a reasonable approach, but patients may want to identify the 
best hospitals in their geographic area or nationally, not just 
the best critical access hospital or best community hospital. 
Though not used in any of the current systems, there is a 
potential opportunity to advance the field by shrinking a 
hospital’s performance estimates to that particular hospital’s 

peer volume group or subtype’s prior average performance. This allows incorporation of 
information when there is a volume-outcome relationship and does not assume that small 
hospitals are average. Another option to handle the small numbers problem is to rely more 
heavily on process and patient experience measures as they are less affected by lower volumes 
than outcome measures.

Lack of Formal Peer Review

The rating systems examined generally do not publish research on their measure testing and 
composite measure development methods, nor do they submit their methods to journals for 
formal, rigorous external peer review. All the groups use expert panels to varying degrees, 
but typically expert panels provide input intermittently and without detailed methodological 
review. This is quite different than the rigorous peer review of well-respected journals. The 
field as a whole would benefit from this type of rigor.

Potential Financial Conflicts

Monetizing ratings — that is, having hospitals pay the rating systems to be able to display 
their performance or to allow use of their ratings for hospital marketing or advertising — 
may create unfortunate incentives. Specifically, there is a concern that the business of selling 
these ratings leads to a model that encourages multiple rating systems to intentionally 
identify different “best hospitals.” By using different measures, analytic methods, and 
composite development approaches, the rating systems can identify very different hospitals 
as the top hospitals. Thus, most hospitals in the country can purchase a “best hospital” 
emblem of some type from at least one of these rating systems.

Many rating sites claimed 

they were transparent by 

publishing their methods, 

but that is not the same 

as the transparency of 

reproducibility.”

http://catalyst.nejm.org
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4874942/
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ISSUES SPECIFIC TO INDIVIDUAL RATING SYSTEMS

While there are several issues that affect the field of hospital quality measurement in general, 
we need to separate these from specific methodological decisions made by individual rating 
systems (Appendix 2). Where there is heterogeneity among the four rating systems in use 
of a measure (e.g., the PSI-12 VTE outcome measure) or in the methodological approach 
to composites, then that is a decision the rating systems have made and could elect to do 
differently.

CMS Star Ratings

The CMS Star Ratings have some unique strengths. The ratings carry considerable weight 
as they are put forth by a federal agency and the largest payer in the country. Other rating 
systems noted that they often included measures or methods “because CMS does,” so the 
CMS Star Ratings have an important influence on other rating systems. CMS has assembled 
multiple Technical Expert Panels to guide their decision-making. They have made their code 
available to allow replication of much of their analyses. They do not monetize their rating 
system. Their website is also to be commended for usability and facilitating comparisons 
between hospitals.

However, there were several weaknesses regarding the CMS 
Overall Hospital Quality Star Ratings. First, there is likely a 
high rate of misclassifying hospital performance given the 
inclusion and comparison of a heterogeneous collection of 
hospitals into a single group. Large academic medical centers 
that report nearly all component measures are compared to 
critical access hospitals and specialty hospitals reporting less 
than half of the component measures.

Second, the weighting appears fairly arbitrary, so there would 
be value in bringing some rigor to weighting of measure domains and component measures. 
Third, there are few, if any, diagnosis- or procedure-specific measures for elective conditions. 
Many of the disease-specific measures are for nonelective admissions like myocardial infarction, 
for which patients do not have the liberty to compare hospitals ahead of time. Fourth, one 
of the most heavily weighted measures in the Star Rating composite is PSI-90, the AHRQ 
patient safety and adverse events composite. This measure has been improved recently, but  
it still has several flaws that should preclude such heavy emphasis in the rating systems.

A major shortcoming 

in many current rating 

systems continues to be  

the lack of external peer 

review and validation of 

the methods.”

http://catalyst.nejm.org
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Finally, CMS continues to use several measures that other rating systems have deemed not 
valid for comparing hospital quality and excluded from their rating system (e.g., PSIs). CMS 
has statutory limitations that preclude changing some aspects of its Star Ratings, but there 
is considerable opportunity and need to improve multiple aspects of this highly visible and 
influential federal rating system from the largest payer in the country.

Healthgrades

Healthgrades had some unique strengths. They include procedure- and condition-specific 
rankings that offer more granular information to patients in selecting a hospital and to 
hospitals seeking to identify improvement targets. Also, Healthgrades does not use the CDC’s 
NHSN measures; that is a strength because Healthgrades insists on being able to run its own 
analyses rather than reusing aggregated data from others.

There were some notable weakness regarding the Healthgrades composite measure. First, the 
composite only contains outcome measures. Our group emphasized the need for balanced 
measurement with the inclusion of all domains of quality. This is particularly important here 
given the concerns with administrative data for outcomes measurement. Moreover, some 
of the data they use in their composite are only available for certain states, which precludes 
equitable comparisons nationally.

Importantly, their methods are not sufficiently described to allow replication and evaluation. 
An arbitrary 90% confidence interval is employed to identify outliers on individual measures. 
They still include a number of flawed PSIs. Healthgrades also evaluates all hospital types 
together leading to misclassification concerns. There also appear to be some important 
inconsistencies in the codes they count as complications, as many of these would be 
unrelated to the primary diagnosis or procedure. We also noted that their Expert Panel does 
not include any methodologists with expertise in the science quality ratings.

Leapfrog

Leapfrog has some important strengths. They take a balanced measurement approach 
that includes all domains of quality (structure, process, outcomes, and patient experience). 
Moreover, no other rating system includes an assessment of the culture of safety, and the 
coauthors believed that was an important, unique feature. While many rating systems had 
fairly arbitrary weighting approaches, Leapfrog uses an approach that incorporates expert 
evaluation of measure impact, opportunity, and evidence basis. Hospitals also receive a 
calculator to replicate or predict scores.

http://catalyst.nejm.org
https://catalyst.nejm.org/leadership-vision-culture-of-safety/
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However, there were several important weaknesses for the Leapfrog rating systems, 
specifically with the Safety Score and the Top Hospitals designation. The greatest concerns 
were with their internally developed and modified Safety Survey. The survey is self-reported 
and there is not a robust audit in place; the audits are done on very few hospitals. During 
our discussion, Leapfrog leadership stated that they had only done a formal audit for 
approximately five hospitals of about 2,600 in the past year, and only 72 hospitals underwent 
an electronic audit. Concerns were also raised about the value of many of the items on 
the survey as they may not truly reflect patient safety efforts or be currently meaningful to 
stakeholders (e.g., computerized physician order entry).

In addition, many other important aspects of quality are excluded from their rating system. 
For example, the Leapfrog rating system excludes mortality, as their team believes it is “not a 
safety metric.” The coauthors disagreed with this assessment and noted that the exclusion of 
mortality was a notable oversight.

The assessment of all hospital types together for the Safety Score was an issue, but when 
Leapfrog denotes “Top Hospitals,” they do collect separate hospitals into peer groups (e.g., 
general, academic, rural). Leapfrog continues to use most PSIs; whereas, other groups have 
dropped certain PSIs based on evidence and validity concerns.

Another major area of concern was how Leapfrog assesses 
hospitals that do not answer their Safety Survey. When 
hospitals do not report the survey, the missing data are filled 
in from other secondary sources. However, hospitals that 
answer the survey and those that do not are assessed in the 
same way despite not having the same measures upon which 
to base the ratings. Approximately 50% of hospitals answer 
their survey, so a good deal of the rankings are based on 
missing or inconsistent data.

Leapfrog uses unadjusted, internally developed central line 
infection and urinary tract infection measures rather than 
other more standard measures. While flawed for hospital 

quality comparisons, the NHSN measures are at least somewhat standardized and have 
some minimal risk adjustment. Finally, when Leapfrog assembles the list of Top Hospitals, 
they noted that they have a subjective component that allows elimination of the hospital 
from the Top Hospitals list if they are poor performers on the mortality rates reported by 
CMS (even though mortality is excluded from their Safety Grade), but no defined criteria 
were articulated (e.g., poor performance on 1 of 6 vs. all 6 mortality metrics). While we 
acknowledge that mortality it is a very important measure, this subjective component 
seemed antithetical to an objective hospital quality rating.

PROs, which are distinct 

from patient experience 

measures, are important 

measures of successful 

health care management, 

but they are completely 

absent from all current 

publicly available hospital 

quality rating systems.”

http://catalyst.nejm.org
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U.S. News

This rating system was thought by the authors to be the most responsive to changes in 
measurement science and feedback from stakeholders. They revise their rating system 
annually to address measurement issues that have come to their attention from experts, 
the literature, hospitals, or their internal investigations. This is largely beneficial, although 
it limits year-to-year comparisons, as hospitals that shift ranks may be unable to determine 
whether the change was due to change in performance or ranking methodology.

Some notable recent changes for the U.S. News rating system include eliminating all 
NHSN measures and most PSIs, weighting volume for proportion of Medicare Advantage 
patients, improving outcome measures with exclusion of external transfers, and adding risk 
adjustment for sociodemographic factors. One important needed improvement would be 
to release these changes and supporting evidence further in advance of releasing the new 
rankings to allow time for more widespread input and peer review. Although we liked the 
incorporation of patient experience into the procedure/condition-specific rankings, the 
patient experience scores are not specific to that specific group; they reflect all specialties 
combined and only come from the inpatient survey.

A unique feature of the U.S. News ranking that is in some ways both a strength and a 
weakness is the inclusion of the “reputation” domain. This component is ascertained through 
surveys of practicing providers in 16 specialties by asking them where they would send their 
most challenging cases. Respondents can select up to five hospitals, including their own. 
The Reputation Survey is worth 27.5% of the score for overall ranking for 12 specialties for 
which most of the score is based on data, and 100% for the four specialties (ophthalmology, 
psychiatry, rehabilitation, and rheumatology) that are assessed solely on the reputational 
surveys.

The inclusion of reputation in the U.S. News rankings is widely debated, but our group of 
coauthors concluded that this is generally a beneficial component. It serves as the question 
that we would ask as physicians when referring patients or that patients would ask us 
when deciding where to go for complex care. The Reputation Survey is also a surrogate for 
measures that are currently not readily available or collected, such as availability of expert 
services and specialists, unique technologies and innovation, and clinical trials.

http://catalyst.nejm.org
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There are, however, some important concerns about how 
U.S. News conducts the survey, and we believe there may be 
opportunities for bias and gaming of the survey. Specialties 
where reputation is the only metric are not a balanced 
representation of quality care (i.e., no inclusion of outcomes 
or patient experience), and additional metrics in those 
specialties are needed. Finally, U.S. News does not make any 
of their Reputation Survey data available publicly for external 
analysis and validation. Until they do, reputation data will 

be a source of controversy. That said, as a group, we felt that the Reputation Survey offers 
valuable information to patients until better measures are available to reflect this concept.

Another feature that was beneficial about the U.S. News system was its inclusion of volume 
as a quality measure, which none of the other rating systems include. While a surrogate, 
volume remains an important and valuable measure of quality, particularly where more 
specific quality assessments are not available. This is an easy measure that others should 
consider including in their rating systems.

U.S. News also includes specialty- and procedure-specific rankings, so patients can ascertain 
information about their particular needs, rather than just a global overall hospital evaluation. 
High-acuity, high-complexity conditions and procedures are included, as well as common 
procedures. However, side-by-side comparisons of hospitals on overall and specific 
components of the rating system were not easily done. U.S. News incorporates Society of 
Thoracic Surgeons registry data into its rankings; the database includes components that 
focus on cardiothoracic surgery. This strengthens the U.S. News rating system, but there are 
many other registries that should be considered for inclusion.

Opportunities to Advance the Field

As an individual hospital’s performance can be rated quite differently between seemingly 
similar public hospital quality rating systems, we sought to assess the four major rating 
systems to provide insights about their relative strengths and weaknesses. Given that an 
empirical comparison is not possible due to lack of a gold standard and availability of all 
underlying data and methods, a thorough evaluation by experienced methodologists may 
offer the best way to compare these rating systems. We were particularly focused on the 
potential for misclassification of hospital performance as this could have important adverse 
consequences and mislead stakeholders seeking to use a rating system to assess hospital 
quality. We found that there were many limitations to the field of public reporting, but there 
were also several methodological decisions that rating systems made that resulted in better 
or worse assessments of hospital quality.

There is no acknowledged 

gold standard for 

misclassification of 

hospital performance, nor 

for assigning grades to 

hospital rating systems.”
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These results offer a guide to stakeholders who are looking to assess hospital quality and 
wonder which rating system they should use. This is certainly important for patients and 
referring doctors, but payers and purchasers are increasingly using these rating systems to 
direct their patients or establish contracts. Finally, hospitals themselves often use one of 
these rating systems to assess their performance and set goals. Thus, providing a comparison 
of these rating systems may be beneficial to those seeking to use one of these ratings systems.

We have identified several opportunities that can advance the field of hospital quality rating 
systems.

BETTER DATA

The field definitely needs better data: All rating systems rely on administrative data or self-
reported data, which have numerous limitations. All rely heavily on Medicare claims data, 
which represents an important part of the population, but using all-payer data would present 
a more accurate and complete representation of quality. Incorporation of registry data would 
be helpful, understanding that this requires a partnership with and permission from the 
registry owners. Nonetheless, while registries would in many ways be an ideal alternative 
to overcome the limitations of administrative data, the abstraction required is laborious 
and expensive, and this results in only a fraction of hospitals participating in most registries 
with only a fraction of a hospital’s relevant cases being captured by the registry. Thus, we 
need to make major strides in moving toward new methods of obtaining data directly from 
the electronic health record to support valid, meaningful quality metrics. While there is 
much discussion of interoperability, little has been translated to meaningful national quality 
measures.

BETTER MEASURES

We need to leverage the data to create quality measures that are valid, valuable, and timely. 
The currently available measures fall far short in many domains and suffer from inadequate 
risk adjustment, questionable relationship to outcomes, and unacceptable lag times. There 
are also areas of quality that are entirely missing from the rating systems, such as collection, 
analysis, and patient-reported outcomes (PROs). PROs, which are distinct from patient 
experience measures, are important measures of successful health care management, but 
they are completely absent from all current publicly available hospital quality rating systems. 
Similarly, no long-term measures are included, such as cancer recurrence and survival, 
undoubtedly important measures for assessing health care quality. Finally, rating systems 
must become nimble and adapt more rapidly to changes in measurement science.
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MEANINGFUL AUDITS

We need to ensure that all data used in these ratings systems 
are subject to a strong audit program to ensure the data 
are valid and allow for fair comparisons of providers. In no 
other industry undertaking high-stakes public reporting and 
pay-for-performance would the lack of a meaningful audit 
be tolerated. Detailed audits should be required before the 
data and resulting rating systems will be widely accepted. 
The results of the audits must be made public and available 
for analysis. Until this is addressed, there will continue to 
be real questions about the validity of these rating systems. 
Moreover, all data sources and methods used in rating 
systems must be transparent and available publicly. Many 
rating sites claimed they were transparent by publishing their 
methods, but that is not the same as the transparency of 

reproducibility. The actual underlying data need to be available for there to be reproducibility 
allowing external analysis and validation.

EXTERNAL PEER REVIEW

A major shortcoming in many current rating systems continues to be the lack of external 
peer review and validation of the methods. In this Rating the Raters initiative, our group of 
coauthors served as an unsolicited peer review of the methodology of these rating systems, 
but if we were reviewing a manuscript of a rating system’s methodological changes for 
publication in a journal, we would require much more description of the statistical methods, 
better validation of underlying data, many more sensitivity analyses, and more justification of 
the rationale for methodological decisions before we could even begin to render a decision on 
whether to accept or reject the study.

We encourage all rating systems to submit studies of their analytical approach, decisions, 
and periodic modifications for real peer review and publication, preferably well ahead of 
employing them in public ratings. This would encourage innovation and improvement over 
time. Moreover, an independent standing group could be set up to establish standards and 
evaluate public rating systems based on requirements and criteria, similar to the approach 
the National Quality Forum (NQF) uses for individual measures or as in the financial sector 
by the Financial Accounting Standard Board.

Stakeholders want, need, 

and deserve comparative 

public data on hospital 

quality, and rating 

systems play an important 

role in providing such 

information. However, 

there are improvements 

needed to advance the 

field as a whole and 

opportunities to improve.”
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Limitations

This evaluation has some important limitations. First, there is no acknowledged gold 
standard for misclassification of hospital performance, nor for assigning grades to hospital 
rating systems — this was the reason we took on the process in the first place, but we 
consider these findings to be a starting point rather than a definitive last word on the matter. 
Because stakeholders’ priorities and preferences may differ, a different group of people could 
have come to alternative conclusions. Second, we did not evaluate every publicly available 
rating, nor did we evaluate every rating put out by these four rating systems. Finally, most 
of the evaluators have worked at academic medical centers, which may influence our 
grading. However, many of us have or previously had positions where we also have some 
responsibility for community hospitals.

Next Steps for Hospital Quality Rating Systems

Stakeholders want, need, and deserve comparative public data on hospital quality, and 
rating systems play an important role in providing such information. However, there are 
improvements needed to advance the field as a whole and opportunities to improve each of 
these four hospital quality rating systems before these ratings will truly meet the needs of 
stakeholders. Until then, these rating systems should be interpreted very cautiously, as most 
seem likely to misclassify hospital performance and may mislead patients, referring doctors, 
payers, purchasers, and hospitals themselves.

Appendix 1

http://catalyst.nejm.org


catalyst.nejm.org

Rating the Raters: An Evaluation of Publicly Reported Hospital Quality Rating Systems	  20

Appendix 2
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